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ABSTRACT

Lists of standard stars suitable for JHKL, H$_2$O, and CO photometry are given. These include stars faint enough for use on large telescopes. Most of the stars have estimated uncertainties in their magnitudes of $\pm 0.01$ mag or less. The stars are accessible from both hemispheres, and cover a large enough range in color to permit definition of color transformations. The magnitudes are given on the “CIT” system.

I. INTRODUCTION

In the last several years, there has developed a need for a set of well established, faint near-infrared standards. It is important that these be faint enough to permit observations with the largest available telescopes—preferably not at the extreme bright limit of the detector dynamic range—and that they cover a sufficient range in color to permit adequate transformations between the numerous quasi-independent near-infrared photometric systems in use at different observatories. This latter point is particularly crucial now that observations in the near infrared at an accuracy of 1% are routinely made and effects of similar size are considered significant.

This paper describes the results of an observational program aimed at setting up a standard network of the required accuracy, covering both northern and southern hemispheres, which includes standards red enough to provide at least a limited check on color transformations. The standards have been set up at $J$ (1.2 $\mu$m), $H$ (1.6 $\mu$m), $K$ (2.2 $\mu$m), and $L$ (3.5 $\mu$m) and their H$_2$O and CO molecular absorption indices determined. The problem of color transformations between observatories is discussed briefly. All magnitudes presented are transformed to the natural system defined by the CIT observations.

II. METHODS

Faint stars whose $K$ magnitudes were estimated to be about $+7$ mag were selected and calibrated with respect to a group of well measured bright standards (mostly about $K = +3$ to $+4$ mag). The faint standards comprised two sets: the first, 26 A stars spaced at approximately 3-h intervals in right ascension, mainly at declinations of roughly $+40^\circ$, $0^\circ$, and $-40^\circ$; and the second, a collection of late-type dwarfs and giants at approximately $0^\circ$ declination. The choice of A stars was dictated largely by a desire to make the bulk of the faint stars readily indentifiable at the telescope despite their faint infrared magnitudes; A stars are in addition not likely to be variable. The dwarfs were selected largely from the list of Veeber (1974), and were taken from those stars which are not known flare stars or emission-line stars (with the exception of GI 406 $=$ Wolf 359) and have approximately the desired magnitude and declination. The selection of giants was primarily from published spectral surveys of selected areas (McCuskey 1956; Upgren and Staron 1970); the stars were chosen to have spectral type K5 III or M0 III in order to diminish the probability of variability while getting sufficiently large colors and CO indices.

Measurements of the standards were made with the four broadband filters $J$ (1.2 $\mu$m), $H$ (1.6 $\mu$m), $K$ (2.2 $\mu$m), and $L$ (3.5 $\mu$m)\textsuperscript{a} as well as colors for the H$_2$O and CO molecular absorption indices (Frogel et al. 1978; Aaronson, Frogel, and Persson 1978).

The stars were measured with respect to the set of well calibrated, bright near-infrared standards. These bright standards are listed in Table I, together with the magnitudes and colors adopted for them. A few stars are included which were not used for the program of faint standard measurements. The stars are from Frogel et al. (1978), Aaronson (1977), and the unpublished Caltech standards list. The values include considerable additional data and have been made internally consistent, so
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they differ slightly from previously published values, though there is no significant systematic difference between the revised values and those previously published. These are referred to α Lyr, which is defined as having a magnitude of 0.00 at all wavelengths, as well as zero CO and H₂O indices. In practice, the standards in Table I may be considered as defining the system used.

Several of the bright equatorial standards were used extensively for measurements in both hemispheres. The relative accuracy of the values in Table I is about ± 0.01 mag for the K magnitudes and K — L colors, about ± 0.005 mag for the J — K and H — K colors and the H₂O indices, and about ± 0.003 mag for the CO indices. All values tabulated are on the "CIT system" defined by Frogel et al. (1978) and Aaronson, Frogel, and Persson (1978) (see Sec. IV below). Measurements were made in the north with the Mount Wilson 2.5-m, 1.5-m, and 0.6-m telescopes and the 5-m Hale telescope; measurements in the south were made with the CTIO 4-m, 1.5-m, and 0.9-m telescopes and the Las Campanas 2.5-m DuPont telescopes.

The faint standards were usually measured with respect to the bright standards during nights primarily devoted to other programs. Measurements were used in determining the magnitudes of the faint standards only if the photometric residual of the bright standards were acceptably small. Typical residuals for measurements on good nights are ± 0.02 mag or less; residuals greater than twice typical values were considered unacceptable. A few nights on the smaller telescopes were devoted exclusively to measurements of standards. The data were supplemented by reductions relative to the best-established faint standards. The observations were made between 1978 and 1982.

The northern measurements were made only at J, H, and K. The Las Campanas measurements were made in all filters except L, and the CTIO measurements were made at all wavelengths, though sometimes L was omitted. Hence the northern (+ 0.0) standards have no K — L colors or H₂O and CO indices, and these indices for the equatorial standards are derived entirely from the southern-hemisphere measurements. Roughly 75% of the J, H, and K observations were made at CTIO, 10% at Las Campanas, and 15% at Mount Wilson or Palomar.

Because three different detector systems were used in the measurements (at Mount Wilson and Palomar, at Las Campanas, and at CTIO), color transformations between them were determined, using standards and redder objects. The transformations are discussed in Sec. IV.

### III. RESULTS

The faint standard values are listed in Table II. Coordinates and annual proper motions are given for epoch and equinox 1950. These have been mainly taken from the GC (Boss 1937) and Gliese (1969). References for finding charts are also given for the fainter stars to aid in location.

The magnitudes and colors in Tables I and II have been given to 0.005 mag (0.001 mag for H₂O and CO) primarily to avoid round-off errors in making transformations. The estimated uncertainties for the faint standards are indicated by the quality column in Table II and the corresponding uncertainties tabulated in the notes. These uncertainty estimates are based on comparisons of measurements made on different nights, with different telescopes, detectors, and electronics, and thus should exclude only systematic effects common to all measurements. Measurements made at the four observatories were carefully compared with one another; these were made with different detector systems, elec-
### Table II. Faint standard stars.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>HD 25035</td>
<td>19°26'27&quot;</td>
<td>-24°27'13&quot;</td>
<td>0.0000</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td>16, 0, 0</td>
</tr>
</tbody>
</table>

**Notes to Table II**

- Quality defined as:
  - Estimated Uncertainties (μm):  
    - a = 0.005,  
    - b = 0.010
- K is number of nights with acceptable measurements at K, L, and H₂O respectively. Number of measurements at J-K, H-K will be comparable with number of K measures; number of CO measurements will be comparable with number of H₂O measurements.

**Remarks**

- G105.5 + GTS-2: Chart in Gilcals, Burnham, and Thomas (1964).
- G130-9C: Chart in Gilcals, Slaughter, and Burnham (1959).
- G137a + G137b: Chart in Gilcals, Burnham, and Thomas (1964a).
tronics, and from both hemispheres, so we expect that errors owing to nonlinearities in electronics, small amplifier miscalibrations, or other similar effects would have been both identified and largely averaged out. Any such effects appear to be at most at the 1% level for measurements at any single telescope, and must be still smaller for color measurements, as these are largely differential. We believe, therefore, that systematic errors in the final standard values are less than 0.01 mag in the magnitudes relative to the bright standards and 0.005 mag in the colors and indices relative to the bright standards. The uncertainties in the magnitudes of the bright standards relative to α Lyr are also less than 0.01 mag.

Comparison of values obtained at different observatories indicates that the estimates of the accuracies given in Table II are valid down to about the 0.005-mag level. The comparisons involve dividing the data into subsets of necessarily reduced accuracy. Thus comparison of the values for the equatorial standards derived from the northern-hemisphere observations with those derived from the southern hemisphere yields rms differences in the range 0.01–0.02 mag for the broadband magnitudes and colors because the northern data are rather sparse. Though these rms differences are consistent with the internal uncertainties for the individual determinations, one cannot be sure that a similar consistency would be present for measurements with very small internal uncertainties.

IV. TRANSFORMATIONS

Until recently, infrared photometric systems at different observatories were largely independent, and little attempt was made to make detailed comparisons between them—usually establishment of a common zero point was considered sufficient. The precision now obtainable has made determination of color terms necessary as well, and such transformations have begun to abound in the literature (e.g., Persson, Aaronson, and Frogel 1977; Frogel et al. 1978; Jones and Hyland 1980). Unfortunately, the system most often used for reference is the Johnson system (Johnson 1965, 1966), which in its original form does not even include the H (1.6 μm) filter, and is in any case based on measurements of less accuracy than is now routine.

The strong absorptions present in late-type stars, and the differences between stars of different spectral type (including heavily reddened early-type stars), means that any transformation must be viewed with some caution, and cannot be used or extrapolated blindly. To illustrate this, some examples of the transformations found between the various observatories where the standard measurements were made are given.

There is no evidence for night-to-night effects on colors, largely because the extinction in the near infrared is small and relatively constant. The most likely exception to this would be the H₂O index, where the airmass coef-

---

Fig. 1. Example of a color transformation: differences in $J - K$ measured at CTIO and Las Campanas. The line is a best-fit line through the origin (because the data are reduced with a common zero point). Some of the scatter in the redder objects may be due to small variations between the times of the two measurements. The symbols indicate the accuracy to which the individual differences are known.
sufficient can approach 0.30 mag/airmass, and where the transmission through the H₂O filter varies by up to 30% from night to night. The data are not extensive enough to preclude effects of the order of a few percent of the index under extreme conditions.

The first example is the transformation in $J - K$ between Las Campanas and CTIO for the $J$ filter in the use at CTIO through early 1980. Figure 1 shows the differences between $J - K$ values for individual objects measured at both observatories, when they have been corrected to a common zero point for zero-color standards, plotted as a function for $J - K_{\text{CIT}}$. These include measurements of variable stars (carbon stars and Miras) made nearly simultaneously at both observatories. It can be seen that the observations match a simple linear fit rather well, though there is more scatter than should be due to the internal errors in the photometry, possibly owing to variations in the stars' colors between the times of the CTIO and Las Campanas measurements. Some of the scatter may be intrinsic, in which case the transformation for the reddest stars may be accurate to no more than 0.02 mag.

A more instructive example is the comparison of the $H - K$ observations at the two observatories, shown in Fig. 2. Magnitude differences for individual objects are plotted against $H - K_{\text{CIT}}$. Here it is obvious that a simple linear fit is not optimal, and that better accuracy is provided by a two-part fit. Without the redder objects one might have accepted a linear fit, which would have led to incorrect transformation of colors of very red objects. Such nonlinear transformations can be produced by small differences in properties of the filter, detector, or field optics used at different observatories; in the case of the narrowband H₂O and CO indices the properties of the molecular absorptions themselves may also have a substantial effect.

This program could not have been carried out without the assistance of a number of our colleagues. In particular, we thank Eric Persson and Judy Cohen, who made many of the Las Campanas measurements, and B. T. Soifer, who assisted in many of the Palomer measurements. Eric Becklin was instrumental in establishing the net of bright IR standards. Infrared astronomy at Caltech is supported by grants from NASA and NSF.

**APPENDIX A**

a) Tabulated Color Transformations

We tabulate here the transformations between the natural systems in use presently or recently at CTIO, Las Campanas, and CIT (Palomar and Mount Wilson Observatories). The magnitudes tabulated in this paper are defined as being on the natural system in use at CIT so no transformations are needed from that system to the standard systems. In addition, we have found no differ-
ences between magnitudes and colors at Las Campanas and at CIT, nor any differences in measurements at $K_*$. 

\[
\begin{aligned}
J - K_{\text{CIT}} &= 0.96 J - K_{\text{CTIO}} \\
J - K_{\text{CIT}} &= 1.00 J - K_{\text{CTIO}} \\
H - K_{\text{CIT}} &= 0.94 H - K_{\text{CTIO}} \\
H - K_{\text{CIT}} &= H - K_{\text{CTIO}} - 0.025 \\
H_2O_{\text{CIT}} &= 0.80 H_2O_{\text{CTIO}} \\
H_2O_{\text{CIT}} &= 0.958 H_2O_{\text{CTIO}} - 0.011
\end{aligned}
\]

$prior to June 1980$ ( \(-0.2 < J - K_{\text{CTIO}} < 3.0\))  
(after June 1980) ( \(-0.2 < J - K_{\text{CTIO}} < 3.0\))  
\((H - K_{\text{CTIO}} < 0.40)\)  
\((0.40 < H - K_{\text{CTIO}} < 1.0)\)  
\((H_2O_{\text{CTIO}} < 0.07)\)  
\((H_2O_{\text{CTIO}} < 0.07)\).

The $H_2O$ transformation is valid primarily for stars where the index is due to $H_2O$ absorption rather than a steep continuum, although we find no differences for stars with indices up to about 0.3 owing to red continuum.

None of the transformations are necessarily correct outside the indicated range in color.
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